JOURNAL OF AIRCRAFT
Vol. 37, No. 1, January-February 2000

Chimera Donor Cell Search Algorithm Suitable
for Solving the Full Potential Equation

Terry L. Holst*
NASA Ames Research Center, Moffett Field, California 94035

An approximate iterative search algorithm for finding donor cells associated with the chimera zonal grid ap-
proach is presented. This new algorithm is both fast and simple. It is used in conjunction with a chimera-based
full potential solver for computing transonic flow solutions about wing and wing/fuselage configurations. Within
each grid zone a fully implicit approximate factorization scheme is used to advance the solution one iteration.
This is followed by the explicit advance of all common intergrid boundaries using a trilinear interpolation of the
velocity potential. The presentation is highlighted with numerical result comparisons, a grid refinement study, and
parametric variation of pertinent algorithm parameters. The new search algorithm produces donor cells for the
two-zone wing problem at a rate in excess of 60,000 cells/s (single processor Cray C90). The approximate nature of
the search algorithm, which causes some of the donor cells to be approximated by nearest neighbor cells, does not
cause any impact on solution accuracy. Overall the results indicate that the present chimera zonal grid approach
is a viable technique for solving the full potential equation for aerodynamic applications.

Nomenclature
b = wing span
C = wing chord
Cp = wing pressure drag coefficient

a
=~
1l

wing lift coefficient

pressure coefficient

H = transformation Jacobian

= grid indices correspondingto the &, n, and §
computational coordinates, respectively

L = fuselage length
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M = column vector of i, j, and k

My, = freestream Mach number

NI = maximum value for the ith index

NJ = maximum value for the jth index

NK = maximum value for the kth index

R = column vector of x, y, and z

Ry = computing rate in millions of floating point
operations per second for the donor cell search
algorithm only

X, ¥, 2 = spatial coordinates in the physical domain

a = angle of attack, deg
&n ¢ = spatial coordinates in the computational domain
Eer Gysvnn computational domain transformation metrics

Superscripts

d = donor cell quantity
n = iteration index (nth iteration)
r = intergrid boundary point or receiver point quantity

Introduction

HE goal of this paper is to present a new donor cell search
algorithm for the chimera zonal grid approach that is simple
and computationally efficient. The new search algorithm is pre-
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sentedin conjunctionwith a new chimera-based full potential solver
used to obtain transonic flow numerical solutions about wing and
wing/fuselage configurations. The chimera or overset grid approach
is a versatile technique for obtaining aerodynamic results for com-
plex geometric configurations including reasonably complete air-
craft. In this zonal grid approach, a separate boundary conforming
grid is generated about each major feature of a complex aerody-
namic configuration. For example, for a transport aircraft consist-
ing of a wing/body/pylon/nacelle a total of five grid zones might be
used, one for the near field surroundingeach of the major geometric
features (wing, body, pylon, and nacelle) and a fifth background
grid to connect the near-field grid zones to freestream. Each of the
component grids is generated without significant regard to any of
the other component grids. Each boundary grid point receives its
boundary condition information from either freestream, flow tan-
gency (assuming the solver is inviscid), symmetry, or from another
component grid using interpolation. Some of the grid cells gener-
ated for one component of the geometry may have grid points that
lie inside other components of the geometry. Computations at such
points are handled by an IBLANK array multiplier that has a value
associated with each grid point. IBLANK is equal to one for points
in valid flow regions and to zero for points in invalid or blanked out
flowregions. Computationsproceedin an identical fashion at all grid
points, which permits efficient code vectorizationand/or paralleliza-
tion, but because of the IBLANK array multiplication, only grid
points in valid regions of flow get updated as the iteration proceeds.

Early work in the development of the multiple-zone overset or
chimera approach may be found in Refs. 1 and 2. In Refs. 1 and 2,
the basic concepts of the approach were developed with applications
consisting of relatively simple two- and three-dimensional simula-
tions. The approach was further developed and applied to a large
variety of complex geometry applicationsinvolving both steady and
unsteady flow.>~ ! In the cited examples, the Euler or Navier-Stokes
governing equations were used. Two example applicationsin which
a chimera approach was used to solve the full potential equation
include Refs. 15 and 16. Finally, information on error analysis as-
sociated with the chimera approachis presentedin Refs. 17 and 18.

The new donorcell searchalgorithmpresentedhereinis especially
important to the present full potential chimera scheme because of
speed. Typical efficiencies for older donor cell search algorithms
may range from 100 to about 1500 donor cells found per CPU
second' (steady applicationson the Cray 2 computer). With a typ-
ical application consisting of perhaps 25,000 intergrid boundary
points (IGBPs), total search times could range from about 17 to
250s. This time does not include surface or volume grid generation
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and/or hole cutting, which are also required for any chimera ap-
proach. Because the full potential solver itself will require only
about 30-300 s (depending on the application and level of grid
refinement), it is imperative to keep problem setup, including the
donor cell search, as efficient as possible. For applications that re-
quire repeated updates of the chimera logic, for example, moving
gird or numerical optimization problems, having an efficient donor
cell search procedure is even more important. Thus, the new donor
cell search algorithm is ideally suited to the present chimera full
potential approach and could be useful in a number of other appli-
cations as well. The resulting chimera full potential scheme more
favorably fills the role of a fast, albeit approximate, alternative to
the Euler equations for preliminary aerodynamic analysis.

This paper begins with a brief presentationof the governingequa-
tion formulation and the numerical scheme used. Next, the new
donor cell search algorithm is presented and discussed in detail.
The computational results presented are for transonic flow simula-
tions about two-grid-zone wing and three-grid-zone wing/fuselage
configurations. A variety of computer timings to establish the donor
cell search scheme’s computationalefficiency is presented through-
out the results section. Grid refinement and search algorithm para-
metric variations are also included to allow complete assessment of
the new chimera full potential scheme. Finally, the paper ends with
concluding remarks.

Governing Equation Formulation

The steady, three-dimensional, full potential equation written in
strong conservation-law form is given by

(Ph): + (Poy)y + (p¢.), =0 (1a)

}ll(Y—l) (1b)

p={1-I(y = D/(y + DI(¢2 + ¢2 + ¢2)
where p is the fluid density;x, y, and z are Cartesiancoordinates; y is
the ratio of specific heats; and ¢ is the full or exact velocity potential.
The mere existence of the velocity potential implies that the curl of
the velocity vector must vanish. Thus, flows governed by the full
potential equation must be irrotational. In addition, derivation of
the density relation [Eq. (1b)] requires the assumption of isentropic
flow. In Egs. (1) the density and velocity components (¢, ¢,, and
¢.) are nondimensionalized by the stagnation density p, and the
critical speed of sound a., respectively. The full potential equation
is completed with freestream boundary conditions applied at the
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outer boundary and flow tangency conditions applied at the wing,
fuselage, and symmetry plane boundaries.

Equation (1) expresses mass conservation for flows that are isen-
tropic and irrotational. Despite these limiting assumptions, the full
potential formulation can be used in a shock-capturing context
providing the shock waves are weak. The corresponding shock-
jump conditionsare valid approximationsto the Rankine-Hugoniot
shock-jump conditions (derived from the Euler equations) for many
applications. The normal component of the Mach number just up-
stream of the shock wave in questionmust be below about 1.3 for the
full potential formulation to be a reasonable approximation to the
Euler equations. This is well within the scope of many transonic and
low supersonic flow applicationsand includes the cruise conditions
for most transonic transport aircraft. More discussion on this point,
including a comparison of the Euler and isentropic full potential
shock polars, is presented by Steger and Baldwin.?

Equation (1) is transformed from the physical domain (Cartesian
coordinates) into the computational domain using a general, in-
dependent-variabletransformation. This general transformation,in-
dicated by

¢ =&(x, .2, ¢=0(x,y.2) 2

maintains the strong conservation-lawform of Egs. (1) and has been
used in many formulations for a wide variety of applications. The
final transformed version of the full potential equation along with
the transformed boundary conditions is presented in detail in Ref.
16 and will not be discussed further.

n=nx,y,2),

Numerical Approach

The numerical scheme used in the present study to solve the full
potential equation in the context of a zonal chimera grid approach
is described in detail in Ref. 16 and will not be presented in de-
tail here. The spatial discretization scheme used for all calculations
presented herein is centrally differenced and second-order accu-
rate at all subsonic points and utilizes a first-order-accurateupwind
evaluation of the density to stabilize all supersonic points. A fully
second-order-accurae upwind density evaluation that uses a den-
sity coefficient limiter, somewhat like the flux limiters used for the
Euler equations, is available,'® but is not used in the present study. A
discretizationscheme for evaluating all transformation metrics that
preserves freestream and generally improves solution accuracy is
used.?!"?2 The iteration scheme used is a fully implicit approximate
factorization scheme (called AF2) with certain modifications for C
grids.!S Additional modifications to the iteration scheme have been
made for the chimera approach, thatis, the so-called IBLANK array
has been added in the appropriate places.!® The numerical approach
is used in each grid zone to advance the solutionone iteration. Then,
trilinearinterpolationis used at all IGBPs to provide for grid-to-grid
communications. The location of each IGBP’s donor cell is deter-
mined before iteration begins. How the location of these donor cells
is determined is the topic of the next section.

Donor Cell Search Algorithm

The donor cell search algorithm is described in detail as it is the
newest aspect of the present chimera full potential approach. To be-
gin,itisassumedthat L gridzones(G 1, G2, ..., GL)are defined by
three-dimensionalarrays of points and that each point is defined by
a set of three coordinates using a base Cartesian coordinate system
(x, y, z). This set of grids is given by

LNI', j=1,2,...,NJ]', k=1,2,...,NK'
LNP, j=1,2,...,NP, k=12,... NK
JNIY,j =12, N, k=1,2,... NK* 3)

where the NI, NJ, and NK quantities are the maximum index limits
for i, j, and k, respectively. The ordering provided by the i, j,
and k subscripts defines (in effect) a mapping or transformation
betweenthe physicaldomain (x, y, z) and the computationaldomain
(&, n, &). This is the same general transformation represented by
Egs. (2). The connection between i, j, and k and &, n, and ¢ is
obtained using
E =IiAE, n=jAn, ¢ =kAC 4)
where the quantities A&, An, and A ¢ are usually defined to be one.
Each of the grid zones defined by Eqgs. (3) consists of structured
sets of hexahedral cells, that is each cell consists of six sides, but the
shape is essentially arbitrary and may involve cells with collapsed
edges or faces providing the cell volume is not zero. Last, the origin
of each grid zone’s physical coordinate system is assumed to be
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the same, that is all x, y, and z values in all of the grid zones are
measured from the same coordinate system origin.

With these definitions the chimera donor cell search problem can
be stated as follows: Given the location of an arbitrary IGBP that is
associated with one of the grid zones in three-dimensionalspace x”,
y", and z" find the appropriate grid cell that contains or surrounds
this IGBP. The result of this search process (called the donor cell)
must be from a grid zone other than the one supplying the IGBP. In
the present approach the specific goal of the donor cell search is to
find three index values i, j¢, and k¢ that in turn define the donor
cell using the following eight points:

)Cidyjdykd, yidyjdykd, Zidyjdykd

Xid yp,jd xds YVid 41, jd k45 Zjd 4 1 jd jd

Xid jd 41 ks Vid jd 41 g5 Zid jd 4 1 jd

Xid jd kd 41,5 Yid jd gd 415 Zjd jd jd 4 |
Xid 41,54 4 1,4 Yid 41,74 + 1,495 Sid 4 1,j4 + 1 k4
Xid 41,jd kd 415 Yid 4 1,jd kd 15 Zjd 41, jd jd + |
Xid jd 4 1 kd + 15 Yid jd +1,kd + 15 Zid_jd + 1 k4 + 1

Xid 41,74 + 1k + 15 Yid + 1,74 + 1,464 + 15 Zid +1,jd + 1,k4 + 1

If two or more cells from differentgrid zones contain the same IGBP,
then the preferable donor cell is typically from the finest grid zone
providing a reasonableamount of grid overlap is maintained, that s,
donor cells generally should not be taken from or near the boundary
of a grid zone, especially if the boundary contains points that are
themselves IGBPs. This will provide the most accurate interpolated
informationfor the IGBP and create the fewestnumerical difficulties
during flow solver iteration.

The new donor cell search algorithm utilizes the relational infor-
mation between the base Cartesian coordinate system shared by all
grid points (including the IGBP in question) and the local compu-
tational coordinate system associated with the particular grid zone
being searched for the donor cell. This relationshipis expressed by
Eq. (2) and is utilized in the following differential form:

d§ =&, dx + &, dy + & dz, dn=n,dx + n,dy + n,dz

dg =G dx + ¢y dy + ¢ dz 5)

where the metric quantities &, &, etc., are the same metric quanti-
ties used by the flow solver. Suitable numerical approximations to
Egs. (5) are given by

id _ in =§:l(xr _xn) + é;z(yr _ yn) + (:zn(zr _ Zn)
F S A D B SR D B !
Kok =00 —x) + GO =y + & =) (6)

where all quantities with the n superscript are associated with an
arbitrary starting cell from the donor grid zone and the &, n, and §
coordinateshave been replacedusing Egs. (4). To improve accuracy
the quantities x”, y", and z" and all metrics, £7, &', etc., in Egs. 6),
are evaluated at the cell center, that is, at i" + 1/2, j" + 1/2, and
k" +1/2.

A compact alternate notation to that of Egs. (6) is given by

M!=M"+ H'(R —R") 7
where
i & & &
M=\|J | H=|n n n | R =
k & & & z

Equation (7) represents a simple, explicit set of computations for
the desired donor cell location. The implementation of Eq. (7) is

accomplished using mixed-mode arithmetic, that is, the left-hand-
side result of Eq. (7) is integer, and the right-hand side has one
integer term and one floating-point term. Thus, the information to
the right of the decimal point associated with the floating-pointterm
is lost as the integer left-hand sides are computed. To compensate
for this integer chopping operation, the following modification is
required:

M =M"+ [H"(R — R") + 0.51,] 8)
where I; is a column vector defined by
I, =sgn[H"(R" — R")]

In this definition,sgnis used to indicate replacementof each column
vector element by its sign.

If the starting cell x", y", or z" is very far removed from the
desired donor cell, the evaluation of Eq. (8) will yield inaccurate
results, that is, the desired donor cell may be missed by several grid
cells. This can easily be corrected by iterating Eq. (8) as follows:

M"*' =M"+[H"(R'—R")+0.5I] n=12, ..., MAXIT

©)

where the maximum number of iterations allowed (MAXIT) is usu-
ally around 10.

During the course of iteration, especially on the first iteration if
the initial guess is a poor one, Eq. (9) can produce results for i” * 1,
j"*1, and k" * ! thatare outside the current grid zone’s index limits.
(This can also occur if the grid zone being searchedis not the proper
donor grid zone for the present IGBP.) If this happens, the iteration
will fail because metric information does not exist outside these
grid index limits. Thus, the following limits must be placed on each
iteration:

if "t <, then "t =1
if "t > NI-1, then "t =NI-1
if Jitl <1, then jrrt =1
if Jitl > NI -1, then Jrtt =N -1
if kntl <1, then kntl =1
if k"t > NK — 1, then k"t =NK — 1

These limits are minimums required for proper operation of the
donor cell search iteration. More stringent limits may be imple-
mented using this logic to keep donor cell selections away from
boundariesas desired.

The donor cell search iteration is declared converged with the
following convergence criteria:

‘[H"(R’ —R") + 0.513.]‘ <1.0+TOL (10)

where a positive user-specified tolerance (TOL) is typically set to a
value around 0.05. The preceding convergence criteria require the
absolute value of each component of the last term in Eq. (9) to be
bounded by one (within some tolerance). Satisfaction of Eq. (10)
with TOL =0.0 is a statement that R" lies inside the cell defined
by R". This is an approximate donor cell definition. Therefore, it
does not guarantee that the IGBP lies inside the so-defined donor
cell, but, as will be seen in the results section, representsan adequate
criteria for the presentchimera full potential solver. When the donor
cell is missed, the interpolation process automatically becomes an
extrapolation process. More on what this approximate donor cell
philosophy means will be provided in the results section.

The parameter TOL introduced in Eq. (10) is required for the
situation when an IGBP lies on or near the boundary between two
cells in the donor grid zone. The iteration can produce a limit cycle
oscillationbetween the two cellsand never converge. Use of the TOL
parameter solves this problem. The TOL parametercan also be used
to study the effect of using extrapolation (instead of interpolation)
to satisfy IGBP values. By using large values of TOL, for example,
on the order of one, the number of nearest neighbor cells selected
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as actual donor cells can be very large. Thus, the number of IGBPs
receiving extrapolated information will also be large. Comparisons
of these solutions with TOL =0.05 solutions can help answer the
question of how sensitive the chimera scheme is to extrapolation at
intergrid boundaries.

If convergence occurs, then the IGBP/donor-point information
just obtained is saved, and the search algorithm proceeds to the
next IGBP. If convergence does not occur, that is, if n = MAXIT
without the convergence criteria being satisfied, then the current
IGBP is flagged. After donor cell searches are performed for all
IGBPs for the initial donor grid zone, the search algorithm proceeds
to the next donor grid zone and initiates a search for all remaining
flagged IGBPs. After all appropriate grid zones have been searched,
all IGBPs should have donor cells. If flagged IGBPs still exist, they
are orphans and an appropriate error message is written for each
orphan point.

The donor cell search iteration does not always converge, for
example, near grid singularities when TOL is relatively small the
numerically evaluated metrics may not be accurate enough to guide
the search iteration to the proper donor cell. This problem could
perhaps be solved with a more accurate evaluation of the metrics in
the vicinity of singularities or with a local stencil-walk search. In
addition, in some applications, usually involving coarse grids, the
overlap between two grid zones is actually negative, that is, the two
grid zones do not overlap. The result in this latter case is an orphan
IGBP with execution terminationand probably a tedious regridding
step. Both of these problems have been solved in the present imple-
mentation using another philosophy, which is compatible with the
approximate nature of the full potential formulation. If Eq. (10) has
not been satisfied and

n = MAXIT

or

nt 1 on

i =", jn+1=jn’ k+1=kn

then an alternative convergence criteria is used
‘[H”(R’ —R")+ 0.513.]‘ <20 (1)

This new criteria [after giving Eq. (10) every chance to be satisfied]
picks a donor cell that is nominally within one cell of the IGBP’s
actual donor cell. For the sake of discussion, this type of cell will
be hereafter called a nearest neighbor donor cell or just a nearest
neighbor. The trilinear interpolation logic used to satisfy the IGBP
velocity potential value automatically converts to extrapolation for
nearest neighbor cells. Use of this philosophy to supply donor cells
for near orphan IGBPs has been used for numerous two- and three-
zone computations with good success and will be discussedin more
detail in the results section.

One last search algorithm issue needs to be discussed. This issue
is associated with grid zones that are highly curved in the physical
domain such as the C-H wing grid zone used in the present study
(to be described in the next section). For grid zones of this type,
an initial donor cell location guess that is above the wing for an
IGBP that is below the wing will lead to difficulties. The donor
cell search iteration as described earlier will become trapped above
the wing, bumping up against the wing boundary, unsuccessfully
trying to move from above the wing to below the wing on every
iteration. The fix for this problem is to determine which side of the
full potential vortex sheet a particular IGBP is on and then force
the initial donor cell location to be on the same side. A variety of
different locations for the initial donor cell (all on the same side of
the vortex sheet as that of the IGBP in question) have been tested,
and all produced the proper donor cell.

Numerical Results
Numerically computed results are presented for two configura-
tions, an isolated-wing geometry involving two grid zones and a
wing-fuselageconfigurationinvolvingthree grid zones.In each case
solutionsare computed for two to three levels of grid refinement and
for several values of the parameter TOL. For the two-zone isolated
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wing case, comparisons are made with an exact search algorithmin
terms of computational efficiency and solution accuracy.

Isolated-Wing Case

To evaluate the attributes of the new donor cell search algorithm
within the chimera full potential scheme, the familiar ONERA M6
wing geometry is chosen. The two-zone chimera grid consists of
an inner C-H grid near the wing (C topology in the chordwise
direction and H topology in the spanwise direction) embedded in a
much larger outer Cartesian-like grid. The Cartesian grid is sheared
so thatone of the grid planesis approximately aligned with the wing
leadingedge and another with the wing trailingedge. In addition, the
Cartesian-like grid is clustered in all three directions (streamwise,
spanwise, and vertical) in the vicinity of the wing to provide a more
consistentinterface at the inner chimera interpolationboundary. For
the present isolated-wing test case, both the inner and outer grids
are constructed such that each 1 =const surface is also a y =const
plane.

All C-H grids used are generated using the HYPGEN hyperbolic
grid generation code?® with full three-dimensional capability. Then
after the grid is generated, the n = const surfaces are adjusted to
achieve the desired constant y-plane distributions. Figures 1 and 2
show selected views from a typical two-zone grid generated in this
fashion about the ONERA M6 wing. Figure 1 shows a closeup of
both the inner C-H and outer Cartesian grids plotted in the wing-
root symmetry plane. Note the set of grid points from the outer
Cartesian-like grid that have been removed near the wing. These
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Fig. 1 Expanded view of a typical two-zone grid in the wing-root plane,
y =0.0, inner grid = 151 X 32 X 13, and outer grid =73 X 33 X 50.
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plane,z =0.0,inner grid =151 X 32 X 13, and outer grid =73 X 33 X 50.
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Table1 Fine grid results summary of donor cell search statistics
showing effect of TOL variation®

TOL NMISS® NNN NAVG CPU;s Ry Ci Cp

—  —  ——  —— 5980 120 02913 0.01081
0.00 427 633 217 0265 234 02912 0.01081
002 1,131 18 183 0253 244 02912 0.01081
010 3426 0 181 0234 263 02912 0.01081
030 7.991 0 177 0243 254 02912 0.01080
1.00 10,710 0 171 0228 271 02911 0.01079

*First line from an exact search algorithm.
®Number of IGBPs outside their specified donor cells (as determined by an exact search
algorithm).

Table2 Coarse grid results summary of donor cell search statistics
showing effect of TOL variation®

TOL NMISS® NNN NAVG CPU;s Ry Ci Cp

- — —  —— 0726 85 02850 0.01031
0.00 185 338 259  0.066 125 0.2846 0.01030
0.02 601 12 195 0060 134 02846 0.01030
010 1795 0 190 0056 143 0.2845 0.01029
030 2878 0 184 0055 147 02841 0.01026
100 3448 0 177 0052 154 02844 0.01026

*First line from an exact search algorithm.
Number of IGBPs outside their specified donor cells (as determined by an exact search
algorithm).

points still exist and are used in the computation, but their effect
on all other points outside the hole has been removed using the
IBLANK array multiplier. The inner grid is not orthogonal as one
would expect with a hyperbolic grid generation technique because
of a large amount of smoothing used in the grid generation process.
Note that the outer Cartesian grid is somewhat coarser than the inner
C-H grid. This produces a somewhat larger truncation error on the
Cartesian side of the interface boundary,a characteristicthat will be
particularly noticeable near all high-frequency components of the
solution, especially shock waves. Figure 2 shows both grids plotted
around the wing in a planform view, where the y = const plane
characteris clearly evident. The outer grid shearing/stretching and
the inner C-H grid clustering at the wing tip are also clearly visible.

A study of the effect of the TOL parameter defined in Eq. (10)
on the donor cell search process is presented in Table 1 for an inner
grid =201 X41 X 17 and outer grid =109 X49 X 74 and in Table 2
for an inner grid =101 X23 X9 and outer grid =55 X25 X38.
Computed results for the flow about the ONERA M6 wing geom-
etry (M, =0.84 and o =3.06 deg) for the two different levels of
grid refinement and five values of TOL ranging from 0.0 to 1.0 are
compared. The number of IGBPs is 15,299 for the fine grid case
(Table 1) and 4,259 for the coarse grid case (Table 2). For each
computation, a set of donor cells was also computed using an ex-
act donor cell search algorithm. Results from the exact approach
are displayed in the first row of both Tables 1 and 2. The number
of donor cells computed by the new approach that do not match
the exact search algorithm s listed under the NMISS column. This
number (as expected) is smallest for the smallest values of TOL.
For TOL =0.0, the present donor cell search algorithm chooses the
correct donor cell over 97% of the time for the fine grid and over
95% of the time for the coarse grid.

Note that the exact donor cell search algorithm used to com-
pute the first lines of Tables 1 and 2 uses a series of position-
vector/outward-normal-vectordot products to determine if a point
is inside or outside a hexahedral cell. If the sides of the candidate
donor cell are all planar, then six dot-product tests are required. If
the hexahedral cell is general, that is, has nonplanar sides, then a
tetrahedral decomposition of each hexahedral cell is required. This
cell-by-cell search, although general, is exceptionally tedious and
computationally expensive. In the present approach, this exact al-
gorithmis significantly accelerated by reducing the donor grid zone
test domain. The y = const nature of each 1 = const computational

surface significantly enhances this test-domain reduction. As a re-
sult, far fewer than 1% of the total number of grid cells need to be
searched. As aresult, this exactalgorithmis quite efficient; however,
it is not a general approach that can be applied to a wide variety of
cases.

The number of nearest neighbor cells selected by the present
search algorithm (NNN) to be donor cells [as defined by the conver-
gence criteriain Eq. (11)] is listed in the NNN column. The number
of orphan IGBPs for each case is zero. The larger values of TOL
allow the convergencecriteria given by Eq. (10) to be satisfied more
easily, and thus, fewer nearest neighbor cells are selected as donor
cells. Of course, the actual number of selected donor cells that are
not the actual donor cell increases as TOL increases as can be seen
by the increasing number in the NMISS column. Note that when
TOL =0.0, the NNN is larger than the number in the correspond-
ing NMISS column. In other words, some of the cells selected by
the present search algorithm as nearest neighbor cells are actually
the unique donor cells themselves and not nearest neighbor cells.
This emphasizes the point that the present donor cell test (even with
TOL =0.0) is an approximation, in this case (more often than not)
a pessimistic one. Nevertheless, the selected donor cell is always ei-
therthe correctdonorcell or animmediate neighborthatis very close
to the corresponding IGBP. This is exemplified by the TOL =0.1
result in Table 1. For this value of TOL, 100% of all found donor
cells pass the Eq. (10) test and, thus, find either the correct donor
cell or are within 0.1 cells of the correct donor cell.

The average number of iterations required to produce a donor
cell (NAVG), the computing time for the donor cell search (CPU),
and the processing rate for the search algorithm R, are all listed
in Tables 1 and 2. A typical average value for the number of iter-
ations to find one donor cell is about two. If the initial donor cell
guess is close, for example, from the previous IGBP immediately
adjacent to the current IGBP, convergenceis obtained in usually a
single iteration. If the initial donor cell guess is not close, for ex-
ample, when beginning a new line of IGBPs, convergencemay take
several iterations. As can be seen, more iterations are required for
smaller values of TOL, which is not surprising because the resulting
test is more sensitive and, thus, more difficult to satisfy. This also
slightly decreases computational efficiency, as can be seen from
the R, statistics. The search algorithm computing time includes
the computation of a complete three-dimensional set of metrics for
each grid zone, which is very efficient and has a large processing
rate. The actual search process is logic driven with a relatively small
number of floating-pointoperations and, therefore, has a relatively
low processing rate. Thus, as NAVG increases, the resulting Ry
value decreases. The number of donor cells found per second for
the two-zone fine-grid cases of Table 1 is typically in excess of
60,000 cells/s, which is one to two orders of magnitude faster (with
differences in computer speeds taken into account) than the rates
quoted in Ref. 17.

The last important issue to be discussed for this case is the ef-
fect of the present donor cell search scheme’s approximate nature
on solution accuracy. In other words, what is the effect of using
extrapolationto supply chimera intergrid boundary information on
solution accuracy? This potential inaccuracy is a direct result of
using nearest neighbor cells instead of the actual donor cells. This
question can be answered (to an extent) by looking at the lift and
drag coefficient valueslisted in Tables 1 and 2. As can be seen, there
is an extremely small variation among the differentcases, including
the case using the exact search algorithm, that is, no extrapolation.
In fact, the maximum differences displayed are one to two orders
of magnitude less than the expected truncation and formulational
errors associated with these computations.

The accuracy question can be examined further using the results
of Fig. 3, in which Mach number contours are displayed about the
ONERA M6 wing-root section using the same freestream condi-
tions as earlier (M, =0.84 and o =3.06 deg). The fine-grid results
associated with Table 1 are used for these contour plots. Figure
3a shows contours for TOL =0.0, and Fig. 3b shows contours for
TOL =1.0. Solutions are plotted for both the inner and outer grid
zones in Figs. 3a and 3b. The abrupt thickening of the shock wave



a) TOL = 0.0

b) TOL = 1.0
Fig. 3 Mach number contours about the ONERA M6 wing in the

wing root symmetry plane, M = 0.84, = 3.06 deg, inner grid =
201 X 41 X 17, and outer grid = 109 X 49 X 74.

on the upper surface of the wing in both contour plots is a typical
result of the chimera approach. The outer grid is not as fine as the
inner grid in the vicinity of the shock wave and, thus cannot support
the high-frequencydetail of the shock wave as well as the inner grid
zone. Note that in each solution overlap region away from the shock
wave (Figs. 3a and 3b), most of the contour lines from the inner and
outer solutions agree very well with each other. However, the key
point of this comparison is that even though Fig. 3b was computed
using extrapolated information from 10,710 nearest neighbor cells
(approximately 70% of all IGBPs) the results are almost identical
to the case using extrapolation for only 3% of all IGBPs (Fig. 3a).
Thus, for the present case at least, the impact of using nearestneigh-
bor cells to supply intergrid boundary information instead of actual
donor cells is negligible.

Wing-Fuselage Case

Computed results for a wing-fuselage geometry** [Royal Air-
craft Establishment (RAE) wing A mounted symmetrically on the
cylindricalbody B2] are presented next. The chimera grid for this ge-
ometry consists of three grid zones, which are highlightedin Fig. 4.
The first grid zone is a C-H grid around the wing and is generated
using the HYPGEN code. After the wing grid generation step, the
wing-fuselageline of intersectionis computed using an iterative al-
gorithm, and then the wing-rootgrid is interpolatedonto the fuselage
usingbicubicsplineinterpolation.The remaining three-dimensional
wing grid is then sheared to match the root section. Thus, flow tan-
gency boundary conditions can be implemented on both the wing
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Table3 Summary of donor cell search statistics for the three-grid
zone wing-fuselage case? showing the effect of grid
refinement, TOL = 0.1

Grid dimensions Total points IGBP NNN NAVG CPU,s Ry
Grid 1

101 X23 X9 107,390 7,631 6 5.72 0.220 60
73 X13 X30
61 X25 X 38

Grid 2
151 X32 X13 287,590 15,480 2 5.35 0.433 81
109 X19 X44
81 X33 X50

Grid 3
201 X41 X17 607,089 26,423 6 4.99 0.714 102
145 X25 X58
101 X41 X62

“RAE wing A with B2 fuselage.

Fig. 4 Expanded view of a typical three-zone grid showing selected
grid surfaces about the RAE wing A mounted symmetrically on cylin-
drical body B2.

(k =1) and fuselage (j =1) surfaces associated with the C-H wing
grid. The second grid zone is a C-O grid around the fuselage (C
for k = const surfaces and O for i =const surfaces) and is also gen-
erated using the HYPGEN code. This grid has a hole cut from its
middle around the wing using the chimera hole-cutting philosophy.
The third grid is a sheared-stretched Cartesian-like outer grid. This
grid has holes cut for both the wing and the fuselage,again, using the
chimerahole-cuttingphilosophy.IBLANK values for all grid points
lying in these hole regions are zero. Selected surfaces showing these
details are shown in Fig. 4.

A summary of statistics showing the effect of grid refinement on
the donor cell search algorithm is given in Table 3. Three sets of
grids are utilized ranging from just over 100,000 total points to just
over 600,000 total points. For all of these computations, the TOL
parameter is set to 0.1. The processing rate for these computations
(number of donor cells found per second) is approximatelythe same
for all three cases. However, the processingrate obtained from these
wing-fuselage casesis abouta factor of two slower than for the two-
zone isolated-wing cases. The reason for this is that the average
number of searchiterations has increased for the present three-zone
cases (compare the NAVG columns in Tables 1 and 2 and Table 3).
The reason for the NAVG increase is that for three grid zones the
search process must not only find the correct donor cell but must
also find the correct donor grid zone. This inevitably leads to many
search iterations that produce no donor cells because the randomly
chosen grid zone being searched may be the wrong grid zone. Thus,
the averagenumber of searchiterationsper founddonorcellis larger.
Despite this decrease in efficiency, the resulting processing rate is
still quite attractive.
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Table4 Summary of donor cell search statistics for the three-grid
zone wing-fuselage case® showing the effect of TOL variation

TOL NNN NAVG CPU, s Ry IGBP
0.00 903 5.11 0.738 100 26,423
0.03 34 5.01 0.721 102 26,423
0.10 6 4.99 0.714 102 26,423
0.30 4 4.95 0.714 103 26,423
1.00 0 4.89 0.692 106 26,423

“RAE wing A with B2 fuselage.

A statistical summary showing the effect of TOL on the donor
cell search algorithm for the wing-fuselage case is displayed in
Table 4. All cases have been computed using the fine grid from
Table 3, wing grid =201 X41 X 17, fuselage grid = 145 X 25 X 58,
and outer grid =101 X 41 X62. Many of the same trends displayed
by Tables 1 and 2 for the two-zone wing case are similar to the three-
zone wing-fuselagecase, that is, as TOL decreases, NNN increases,
NAVG and CPU increase slightly, and R, decreases slightly. Note
that the number of nearest neighbor cells for TOL =0.0 is only
slightly more than 3% of the total number IGBPs. This is very
similar to the TOL =0.0 case from Table 1. In other words, based
on the testof Eq. (10), almost 97 % of the IGBPs for the present fine-
grid wing-fuselage case have found actual donor cells and only 3%
nearest neighbor cells.

The TOL =0.0 case displayed in Table 4 required a special ad-
justmentin the donor cell searchlogic for sensibleresults. Occasion-
ally, an IGBP on the fuselage from either the wing or fuselage grid
would not find a donor cell because the truncation error associated
with the numerical evaluation of the Eq. (10) convergence criteria
would place the IGBP inside the fuselage. Thus, with TOL =0.0, a
proper donor cell was not found. Almost any value of TOL above
zero (including 0.01, the smallest value tried) would save the situ-
ation. To produce proper TOL =0.0 results for Table 3, a special
tolerance of 0.02 was added to TOL for the jth index computation
when j” =1, thatis, when the IGBP was on the fuselage surface. Of
course, a simple, and yet general fix for this situation is to always
use a value of TOL above 0.02.

A detailed comparison of wing-fuselage computed results com-
pared with experimental results from Ref. 24 is presented in
Figs. 5 and 6. Figure 5 shows comparisons for the wing surface
pressures at three semispan locations, 2y/b =0.17, 0.40, and 0.85.
Figure 6 shows comparisons at four different meridinal angles
around the fuselage, ¢ =—15, —0, +0, and +15 deg. In this case,
the meridinal angle is measured positive from bottom to top with
¢ =—90 deg denoting the fuselage keel line and ¢ = + 90 deg de-
noting the fuselage crown line. The value ¢ = —0 deg corresponds
to the fuselage side just below the wing and +0 deg corresponds
to the fuselage side just above the wing. The computational results
for this comparison were all computed at M, =0.82 and ot =2 deg
using the fine three-zone grid described in Table 3. In each compar-
ison there are two computed results, corresponding to TOL values
of 0.1 and 1.0.

The computational results at all three wing stations are in good
agreement with experiment, as seen from Fig. 5. A small disagree-
ment between computation and experiment exists at the wing-root
station (2y/b =0.17), where lack of viscous flow modeling in the
present approach is perhaps the cause. This case is supercritical
with a small pocket of supersonic flow on the outboard, upper wing
surface, but essentially has no shock wave. The two computed re-
sults (TOL =0.1 and 1.0) overplot at all locations, indicating that
the number of IGBPs using extrapolation has essentially no impact
on solution accuracy. Convergencehistories for these two cases (not
shown) are also nearly identical. Each of these cases required 63 s of
Cray C-90 computer time to reach 99.9% of the final converged lift
and 73 s to achieve an average residual of 10~8, which corresponds
to an overall average residual reduction of 3.5 orders of magnitude.
These times are for the flow solver iteration portion of the solution
only. The computational time associated with all other aspects of the
solution, including grid generation (biggest part of solution setup),
I/0, PLOT3D outputfile generation,donor-cellsearch, hole cutting,
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Fig. 5 Wing surface pressure coefficient comparisons showing the ef-
fect of TOL on solution accuracy, RAE wing A + body B2, M« = 0.82,
and « =2 deg.

metric computation, chimera interpolationcoefficient computation,
and flow initialization, was 17 s.

The computational results at all four fuselage stations are also in
good agreement with experiment, as seen from Fig. 6. Also, the two
computed results (TOL =0.1/1.0) essentially overplot at all loca-
tions on the fuselage. Good agreementon the fuselageis particularly
significant because the plots at ¢ = *0 deg include segments from
both the fuselage and wing grids, that is, they pass right through
two chimera interfaces at about x/L =0.44-0.47 and 0.70-0.73.
In each overlap region, all available information from each grid
and each solution is plotted. All computational solutions in these
chimera overlap regions are in excellent agreement. The ¢ =+15
and —15 deg stations are also of special interest because they lie
along the top and bottom chimera overlaps, respectively, between
the wing and fuselage grids (from aboutx/ L =0.44t00.73). Agree-
ment for these chimera overlap areas is also excellent.
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Fig. 6 Fuselage surface pressure coefficient comparisons between ex-
periment and computation showing the effect of TOL on solution accu-
racy, RAE wing A + body B2, M« =0.82,and & =2 deg.
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Fig. 7 Mach number contours about the RAE wing A with B2 fuse-
lage on selected surfaces: Mo = 0.9, « = 0 deg, fine-grid results, wing
grid = 201 X 41 X 17, fuselage grid = 145 X 25 X 58, and outer grid =
101 X 41 X 62.

The last result consists of Mach number contours shown in Fig. 7
for the RAE wing-fuselagecase just presented. Contours are plotted
onthe wing, fuselage,and symmetry planesurfacesforall grid zones
that have solutions in these locations. This result was computed at
M, =0.9 and a =0 deg with TOL =0.1. As can be seen, the con-
tours from the different solutions generally agree favorably with
each other in regions of overlap. The amount of discrepancy be-
tween two overlapping contours is largest in regions where the grid
refinement has the largestamount of discrepancyand where the grid
is coarsest, for example, on the symmetry plane above and below the
fuselage nose. This is an expected result of the chimera approach.
On the fuselage just above the wing/fuselage juncture, the agree-
ment is quite good. Both the wing and fuselage solutions predict
the rapid expansion to supercritical flow followed by a moderate
strength shock wave, which passes smoothly through both the wing
and fuselage grids.

Conclusion

A new donor cell search algorithm suitable for chimera zonal
grid applications has been presented. It has been tested in conjunc-
tion with a chimera full potential flow solver suitable for both wing
and wing-fuselage configurations. The new search algorithm is ex-
tremely fast and simple, producing donor cells as fast as 60,000/s
(Cray C90 single processor). One characteristicof the new algorithm
isthatitis approximate,thatis, a donor cell may be approximatedby
a nearest neighbor cell. However, in the best situations this happens
only about 3-4% of the time, with no impact on the solution ac-
curacy or convergence efficiency. As a demonstration, calculations
were performed using the chimera full potential solver for situations
in which the number of nearest neighbor cells exceeded 70% of all
donorcells. In thiscase, the resultingerrors in the solution were neg-
ligible compared to expected truncation and formulational errors.
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